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1
COMPUTATIONALLY EFFICIENT
CONVOLUTIONAL CODING WITH
RATE-MATCHING

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a Continuation of U.S. patent applica-
tion Ser. No. 13/687,903, filed 28 Nov. 2012, which is a
Continuation of U.S. patent application Ser. No. 13/412,402,
filed on 5 Mar. 2012 and issued 1 Jan. 2013 as U.S. Pat. No.
8,347,196 B2, which is a Continuation of U.S. patent appli-
cation Ser. No. 12/133,498, which was filed on 5 Jun. 2008
and which issued on 11 Sep. 2012 as U.S. Pat. No. 8,266,508,
which claims the benefit of U.S. Provisional Application No.
60/942,770, filed on 8 Jun. 2007. The entire contents of each
of the foregoing applications are incorporated herein by ref-
erence.

TECHNICAL FIELD

The present invention relates generally to error coding for
mobile communications networks and, more particularly, to a
method and apparatus for computationally efficient convolu-
tional coding with rate matching.

BACKGROUND

Rate matching is a technique used in mobile communica-
tion systems to match a code rate of an encoder such as a
convolutional encoder or turbo encoder to the data transmis-
sion rate of a communication channel. Rate matching typi-
cally involves puncturing or repeating coded bits output by
the encoder to match the data transmission rate of the com-
munication channel. Rate matching allows a single encoder to
be used for a plurality of data channels with different data
transmission rates.

In a conventional rate-matching circuit, an encoder
receives an input bit stream and generates two or more coded
bit streams. An interleaver interleaves each coded bit stream.
A rate matching circuit bit-multiplexes the coded bits in each
interleaved bit stream and outputs a single bit stream to the
transmitter having a desired number of bits to match the data
transmission rate of the communication channel. The bit-
multiplexing performed by the rate matching circuit inter-
mixes the interleaved bits from all interleaved bit streams. If
the number of bits output by the encoder is greater than the
number required, some of the interleaved bits are punctured.
Conversely, if the number of bits output by the encoder is less
than required, some of the bits may be repeated. The rate
matching circuit may be implemented using a circular butfer,
or a real-time multiplexing circuit.

While rate matching circuits used in the past provide good
performance, there remains a need for new rate matching
circuits for convolutional codes with lower complexity that
provide good performance.

SUMMARY

The present invention relates to a method and apparatus for
rate matching for use with a convolutional encoder. An infor-
mation sequence is input to a non-systematic convolutional
encoder. The convolutional encoder encodes the information
sequence and outputs two or more parity bit streams. An
interleaving circuit interleaves the parity bits in each parity bit
stream without mixing the parity bits in different parity bit
streams. The interleaved parity bits are input to a rate match-
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ing circuit. The rate matching circuit outputs a selected num-
ber of the parity bits to match the data channel. The parity bits
are output in group order. That is, all of the parity bits from a
first group of parity bits are output before any parity bits from
the next group are output.

The method and apparatus for rate matching according to
the present invention allows identical interleavers to be used
for interleaving different parity bit streams output by the
encoder, reduces the complexity of the channel encoder for
mobile terminals, and improves the performance of channel
encoding.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an exemplary transceiver including a
coding circuit.

FIG. 2 illustrates a coding circuit according to one exem-
plary embodiment of the invention.

FIG. 3 illustrates a first exemplary rate-matching circuit
according to one exemplary embodiment.

FIG. 4 illustrates a second exemplary rate-matching circuit
according to another exemplary embodiment.

FIG. 5 illustrates the order of the parity bits output by an
exemplary rate matching circuit.

FIG. 6 illustrates an exemplary method for coding an input
bit stream for transmission.

DETAILED DESCRIPTION

FIG. 1illustrates the main components of a communication
terminal 10 for a mobile communication system. The com-
munication terminal 10 comprises a system controller 12 to
control the overall operation of the communication terminal
10, a memory 14 to store programs and data needed for
operation, a transmitter 20 to transmit signals to a remote
device, and a receiver 30 to receive signals from a remote
device. The transmitter 20 and receiver 30 are coupled to one
or more antennas 18 by a duplexer or switch 16 that permits
full duplex operation.

The transmitter 20 receives an information stream from an
information source, processes the information stream to gen-
erate a transmit signal suitable for transmission over a radio
channel, and modulates the transmit signal onto an RF carrier.
The transmitter 20 includes a source encoder 22, a channel
encoder 24, and a modulator 26. The source encoder 22
removes redundancy or randomizes the information bit
stream to produce an information sequence that is optimized
for maximum information content. The information sequence
from the source encoder 22 is passed to the channel encoder
24. The channel encoder 24 introduces an element of redun-
dancy into the information sequence supplied by the source
encoder 22 to generate a coded sequence. The redundancy
added by the channel encoder 24 serves to enhance the error
correction capability of the communication system. The out-
put of the channel encoder 24 is the transmit sequence. The
modulator 26 receives the transmit sequence from the channel
encoder 24 and generates waveforms that both suit the physi-
cal nature of the communication channel and can be effi-
ciently transmitted over the communication channel.

The receiver 30 receives signals transmitted from a far end
device that has been corrupted by passage through the com-
munication channel. The function of the receiver is to recon-
struct the original information stream from the received sig-
nal. The receiver 30 includes a demodulator 32, a channel
decoder 34, and a source decoder 36. The demodulator 32
processes the received signal and generates a received bit
sequence, which may comprise hard or soft values for each
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received bit or symbol. If the received signal is transmitted
without error through the communication channel, the
received bit sequence would be identical to the transmit bit
sequence at the transmitter. In actual practice, the passage of
the received signal through the communication channel intro-
duces transmission errors into the received signal. The chan-
nel decoder 34 uses the redundancy added by the channel
encoder 24 at the transmitter 20 to detect and correct the bit
errors. A measure of how well the demodulation 32 and a
channel decoder 34 perform is the frequency with which bit
errors occur in the decoded information sequence. As a final
step, a source decoder 36 reconstructs the original informa-
tion bit stream from the information source.

FIG. 2 illustrates an exemplary channel encoder 24 accord-
ing to one embodiment of the invention. Channel encoder 24
includes an encoder 40, interleaving circuit 42, and a rate
matching circuit 44. The channel encoder 24 may, in some
embodiments, further include a channel interleaver 46 fol-
lowing the rate matching circuit 44.

The encoder 40 may comprise, for example, a non-system-
atic convolutional encoder. The encoder 40 receives an input
sequence | and generates two or more parity bit streams P,
P,, . ..Py. As an example, the encoder 40 may implement a
rate ¥4 tail-biting convolutional code with a constraint length
k=7 and the generator polynomial [133, 171, 165],. This
convolutional code belongs to the class of maximum free
distance (MFD) codes with optimal distance spectra (ODS).
This class of codes maximizes the free distances between
code words and has the lowest weights at all distances.
Another advantage of this convolutional code is that a rate %2
code can be obtained by puncturing the coded bits produced
by the polynomial [165],. The resulting % rate convolutional
code is given by the generator polynomial [133,171],. Those
skilled in the art will appreciate that the nesting structure of
the rate 15 and rate %4 convolutional codes can be utilized to
reduce the complexity of the channel encoder 24.

The interleaving circuit 42 comprises three interleavers
42a,42b,42c to separately process the three parity bit streams
from the convolutional encoder 40. Those skilled in the art
will appreciate that each parity bit stream corresponds to one
of the generator polynomials. The parity bit streams are
denoted in FIG. 2 by P,, P,, and P;. The parity bit stream P,
corresponds to the generator polynomial [133] , the parity bit
stream P, corresponds to the generator polynomial [171],,
and the parity bit stream P; corresponds to the generator
polynomial [165],. As will be described in greater detail
below, group multiplexing of the parity bits allows identical
interleavers 42a, 42b, 42¢ to be used for each of the parity bit
streams P, P,, P, respectively. The ability to use the same
interleaver structure for each coded bit stream P, P,, P,
reduces the complexity of the channel encoder 24. In contrast,
rate matching circuits that implement bit level multiplexing
require that different interleavers be used for the different
parity bit streams P,, P,, P;. While the ability to use an
identical interleaver for each parity bit stream is one advan-
tage of the invention, those skilled in the art will appreciate
that the interleaving circuit 42 could comprise different inter-
leavers 42a, 425, 42¢ for each of the parity bit streams.

The interleaved parity bit streams P,',P,'.P;' output by
interleavers 24a, 42b, 42¢ are input to the rate matching
circuit 44. Rate matching circuit 44 performs group multi-
plexing of the parity bit stream P,'.P,'.P.' as hereinafter
described and outputs an output sequence C. Additionally, the
rate matching circuit 44 may puncture or repeat some of the
parity bits to match the number of output bits to the data
transmission channel.

5

10

15

20

25

30

35

40

45

50

55

60

65

4

As described above, the convolutional encoder 40 in the
exemplary embodiment comprises a rate %3 convolutional
code. Therefore, when a rate Y53 convolutional code is
required, the rate matching circuit 44 outputs all of the parity
bits in all three parity bit streams. The rate matching circuit 44
outputs the parity bits in group-multiplexed format. That is,
the rate matching circuit 44 outputs the parity bits corre-
sponding to parity bit stream P, first, following by the parity
bits in parity bit stream P,, which is then followed by the
parity bits in parity bit stream P. The parity bits in the three
parity bit streams P,, P,, P; are not intermixed as in a con-
ventional rate matching circuit, but instead are output in
groups.

When a code rate higher than %4 is required to match the
data communication channel, the rate matching circuit 44
outputs less than all of the parity bits by puncturing selected
ones of the parity bits. When puncturing parity bits, the rate
matching circuit 44 punctures parity bits corresponding to
parity bit stream P; first, followed by parity bits correspond-
ing to parity bit stream P,. That is, no parity bits from parity
bit stream P, are punctured until all of the parity bits from
parity bit stream P; are punctured. The remaining parity bits
which have not been punctured are output in group order as
previously described. Thus, for a rate %4 convolutional code,
the rate matching circuit 44 punctures all of the bits corre-
sponding to parity bit stream P;. To obtain a code rate
between V2 and 4, the rate matching circuit 44 punctures
some, but not all, of the parity bits corresponding to parity bit
stream P;. To obtain code rates greater than 2, the rate match-
ing circuit 44 punctures all of the parity bits corresponding to
parity bit stream P; and some of the parity bit streams corre-
sponding to parity bit stream P,.

When code rates less than %4 are required to match the data
communication channel, the rate matching circuit 44 outputs
the parity bits in each parity bit stream in P, P,, P, group
multiplexed order as previously described and then repeats
the same output sequence in order until the desired number of
bits have been output. That is, after all of the parity bits in all
three parity bit streams P, P,, P; have been output, the rate
matching circuit 44 will output repeated parity bits corre-
sponding to parity bit stream P, first, followed by repeated
parity bits from parity bit stream P,, then followed by parity
bits from parity bit stream P; until the required number of
parity bits is reached.

FIGS. 3 and 4 illustrate two exemplary implementations of
the rate matching circuit 44. The rate matching circuit 44
shown in FIG. 3 includes a circular buffer 50. The interleaved
parity bit streams P,',P,',P;', are read into corresponding sec-
tions of the circular buffer 50. Thus, the parity bits within the
circular buffer 50 are ordered by group. The output bits of the
rate matching circuit 44 are then read sequentially from the
circular buffer 50. If the required number of bits is greater
than the size of the circular buffer 50, the reading wraps from
the end of the circular buffer 50 to the beginning.

In the embodiment shown in FIG. 4, a group multiplexing
circuit 52 is used in place of the circular bufter 50. The group
multiplexing circuit 52 generates interleaving addresses “on
the fly” to read the parity bits from the three parity bit streams.
This on-the-fly addressing generates the same output
sequence C as the circular buffer 50 but without the need for
buffering the output bits.

As previously noted, the group multiplexing implemented
by the rate matching circuit 44 enables the same interleaver to
be used for each of the parity bit streams P,, P,, and P;. Bit
reverse order (BRO) interleavers have been found to provide
good performance for rate matching in turbo encoders. A
length 32 BRO interleaver is given by:
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BRO32=[01682442012282181026 6221430

117925521132931911277231531] Eq. 1

To accommodate arbitrary parity bit stream length, the
BRO interleaver is commonly used as the column permuta-
tion pattern for a rectangular interleaver that is large enough
to contain the parity bit stream. That is, for a parity bit stream
of length N, the interleavers 42a, 42b, 42¢ are defined as
rectangular interleavers of 32 columns and ceil(N/32) rows.
Ifthe size of the rectangular interleaver (given by N, =32%*ceil
(N;/32)) is larger than the parity bit stream length, N,=N,-
N dummy bits are padded to the front of the parity bit stream.
The input stream (including parity bits and potentially
dummy bits) are written into the interleaver row by row
starting from the first row and first column. The 32 columns
are then permuted based on the chosen column permutation
pattern. After the column permutation, the contents of the
interleaver can be read out column by column starting from
the first column and the first row. Dummy bits, if present, are
discarded when contents of the rectangular interleaver are
read out.

For convolutional codes, the column-permuting BRO
interleavers should preferably be modified so that odd-in-
dexed bits in each parity bit group are output ahead of the
even-indexed bits in the same parity bit group. The ordering
of the parity bits is illustrated in FIG. 5.

In one exemplary embodiment, the interleavers 42a, 425,
42 for the interleaving circuit 42 may comprise reverse BRO
interleavers for column permutation. The reverse BRO inter-
leaver is given by:

R-BRO32=[31152372711193291321525917

1301422626101822812204248160] Eq. 2

The reverse BRO interleaver is implemented by modifying a
conventional BRO interleaver so that the bits are output in a
reverse order compared to a conventional BRO interleaver.
In a second embodiment, the interleavers 42a, 42b, 42¢ for
the interleaving circuit 42 may comprise cyclically-shifted
BRO interleavers for column permutation. One example of a
cyclically-shifted BRO interleaver is given by:

CS-BRO32=[1179255211329319112772315

3101682442012282 181026622 14 30] Eq.3

The cyclically-shifted BRO interleaver is implemented by
shifting the output bits of a conventional BRO interleaver by
sixteen places.

In a third embodiment, the interleavers 42a, 42b, 42¢ for
the interleaving circuit 42 may comprise a modulo-offset
BRO interleaver for column permutation. An exemplary
modulo-offset interleaver is given by:

MO-BRO32=[319112772315315211329925

171420122882416062214 30102618 2] Eq. 4

The modulo-offset interleaver represented by Eq. 4 may be
implemented by adding a predetermined offset to the output
index of the conventional BRO interleaver modulo the length
of the interleaver 42. The offset added to the interleaver
addresses should be an odd number.

Because of the interleaving performed on the parity bit
streams output from the encoder 40, the output sequence from
the rate matching circuit 44 has a fairly randomized order.
However, due to the group multiplexing of the rate matching
circuit 44, there is no interleaving between the groups of
parity bits. Therefore, in some circumstances, it may be desir-
able to include a channel interleaver 46 following the rate
matching circuit 44 to improve the depth of the channel
interleaving. For example, if the modulation format maps an
even number of parity bits to each modulation symbol, it is
possible to evenly divide the output bits from the rate match-
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ing circuit 44 into two sub-blocks (c,.c;,Cnn_y) and
(Cay2:Car2.1-Can 1) The two sub-blocks may then be bit multi-
plexed and sent to the modulator. Using QPSK modulation as
an example, the first modulated symbol is determined by ¢,
and C,,,, the second modulation symbol is determined by ¢,
and ¢,,»,, and so on.

FIG. 6 illustrates an exemplary method 100 implemented
by the channel encoder 24 according to one embodiment of
the invention. Processing begins when an information
sequence [ is input to the channel encoder 24. The channel
encoder 24 encodes the information sequence I to generate
two or more parity bit streams (block 102). As previously
noted, the encoding is performed by a non-systematic convo-
lutional encoder. The parity bit streams P ,P,, . . . P, are input
to the interleaving circuit 42. The interleaving circuit 42
interleaves each parity bit stream to generate interleaved par-
ity bit streams P,",P,', . . . P/ (block 104). The interleaved
parity bit streams are then supplied to the rate matching
circuit 44. The rate matching circuit 44 outputs a selected
number of the parity bits to match the data channel (block
106). The parity bits are output in group order as previously
described. That is, all the parity bits corresponding to parity
bit stream P, are output before any parity bits are output from
the group corresponding to parity bit stream P,, and so forth.
Ifless than all of the parity bits are required to match the data
channel, parity bits are punctured first from the group corre-
sponding to parity bit stream P,,, before any parity bits are
punctured from the group corresponding to parity bit stream
P, 1, and so forth. If the number of parity bits needed to match
the data channel exceeds the number of parity bits output by
the channel encoder 24, all of the parity bits are output
ordered by group as previously described, and then the output
sequence is repeated until the required number of parity bits
has been reached. In some embodiments of the invention, the
output sequence C from the rate matching circuit 44 may be
interleaved by the channel interleaver 42 to improve the depth
of interleaving (block 108). This final interleaving step is,
however, optional.

While the present invention has been described in the con-
text of a specific implementation, those skilled in the art will
appreciate that the rate matching techniques described can be
applied to encoders with different rates, and interleavers of
different lengths. Further, while the preferred embodiment
uses an identical interleaver for all three parity bit streams, it
is possibleto apply different interleavers to different parity bit
streams.

The present invention may, of course, be carried out in
other specific ways than those herein set forth without depart-
ing from the scope and essential characteristics of the inven-
tion. The present embodiments are, therefore, to be consid-
ered in all respects as illustrative and not restrictive, and all
changes coming within the meaning and equivalency range of
the appended claims are intended to be embraced therein.

What is claimed is:

1. An error coding circuit comprising:

a convolutional encoder configured to receive an input bit
stream and to generate two or more groups of parity bits
from the input bit stream;

an interleaver circuit configured to separately interleave
parity bits within each group of parity bits, wherein the
interleaver circuit is configured to order parity bits
within each group such that odd parity bits precede even
parity bits within each group of interleaved parity bits;
and

a rate-matching circuit configured to output a selected
number of said interleaved parity bits, to obtain an out-
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put code rate, such that a first one of the groups is output
before a second one of the groups.

2. The error coding circuit of claim 1, wherein the rate-
matching circuit includes a circular buffer storing the inter-
leaved parity bits, ordered by group, and wherein said rate-
matching circuit is configured to output the selected number
of interleaved parity bits from the circular buffer.

3. The error coding circuit of claim 1, wherein said inter-
leaver circuit is configured to apply identical interleaving for
each group of parity bits.

4. The error coding circuit of claim 1, wherein the rate-
matching circuit is configured to puncture parity bits, when
the two or more groups of parity bits include more bits than
needed to achieve the output code rate, by puncturing up to all
of the parity bits in one of the groups of parity bits before
puncturing bits in any other group of parity bits.

5. The error coding circuit of claim 1, wherein the rate-
matching circuit is configured to repeat parity bits, when the
two or more groups of parity bits include fewer bits than
needed to achieve the output code rate, by repeating up to all
of the parity bits in one of the groups of parity bits before
repeating bits in any other group of parity bits.

6. An error coding circuit comprising:

a convolutional encoder configured to receive an input bit
stream and to generate two or more groups of parity bits
from the input bit stream;

an interleaver circuit configured to separately interleave
parity bits within each group of parity bits; and

a rate-matching circuit configured to output a selected
number of said interleaved parity bits, to obtain an out-
put code rate, such that a first one of the groups is output
before a second one of the groups;

wherein the convolutional encoder is configured to imple-
ment a rate /3 tail-biting convolutional code belonging
to the class of maximum free distance codes with opti-
mal distance spectra, such that a rate %2 code belonging
to the class of maximum free distance codes with opti-
mal distance spectra can be obtained by puncturing one
of the groups of parity bits.

7. An error coding circuit comprising:

a convolutional encoder configured to receive an input bit
stream and to generate two or more groups of parity bits
from the input bit stream;

an interleaver circuit configured to separately interleave
parity bits within each group of parity bits; and

a rate-matching circuit configured to output a selected
number of said interleaved parity bits, to obtain an out-
put code rate, such that a first one of the groups is output
before a second one of the groups;

wherein the convolutional encoder is configured to imple-
ment a rate /tail-biting convolutional code with a con-
straint length k=7 and a generator polynomial [ 133, 171,
165]..

8. The error coding circuit of claim 7, wherein the rate-
matching circuit is configured to obtain a code rate of %2 by
outputting all of the parity bits in first and second groups of
parity bits and puncturing all of the parity bits in a third group
of parity bits.

9. A method for error coding an input bit stream, the
method comprising:

generating two or more groups of parity bits from a
received input bit stream, using a convolutional encoder;

separately interleaving parity bits within each group of
parity bits, wherein said separately interleaving parity
bits within each group comprises ordering parity bits
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within each group such that odd parity bits precede even
parity bits within each group of parity bits; and

outputting a selected number of said interleaved parity bits
to obtain an output code rate, wherein said outputting
comprises outputting a first one of the groups before
outputting a second one of the groups.

10. The method of claim 9, further comprising storing the
interleaved parity bits in a circular buffer, ordered by group,
and outputting the selected number of interleaved parity bits
from the circular buffer.

11. The method of claim 9, wherein said separately inter-
leaving parity bits within each group of parity bits comprises
applying identical interleaving for each group of parity bits.

12. The method of claim 9, wherein said outputting com-
prises puncturing parity bits, when the two or more groups of
parity bits include more bits than needed to achieve the output
code rate, by puncturing up to all of the parity bits in one of the
groups of parity bits before puncturing bits in any other group
of parity bits.

13. The method of claim 9, wherein said outputting com-
prises repeating parity bits, when the two or more groups of
parity bits include fewer bits than needed to achieve the
output code rate, by repeating up to all of the parity bits in one
of'the groups of parity bits before repeating bits in any other
group of parity bits.

14. A method for error coding an input bit stream, the
method comprising:

generating two or more groups of parity bits from a

received input bit stream, using a convolutional encoder;
separately interleaving parity bits within each group of
parity bits; and

outputting a selected number of said interleaved parity bits

to obtain an output code rate, wherein said outputting
comprises outputting a first one of the groups before
outputting a second one of the groups;

wherein generating two or more groups of parity bits from

the received input bit stream comprises using a rate 3
tail-biting convolutional code belonging to the class of
maximum free distance codes with optimal distance
spectra, such that a rate /2 code belonging to the class of
maximum free distance codes with optimal distance
spectra can be obtained by puncturing one of the groups
of parity bits.

15. A method for error coding an input bit stream, the
method comprising:

generating two or more groups of parity bits from a

received input bit stream, using a convolutional encoder;
separately interleaving parity bits within each group of
parity bits; and

outputting a selected number of said interleaved parity bits

to obtain an output code rate, wherein said outputting
comprises outputting a first one of the groups before
outputting a second one of the groups;

wherein generating two or more groups of parity bits from

the received input bit stream comprises using a rate 3
tail-biting convolutional code with a constraint length
k=7 and a generator polynomial [133, 171, 165],.

16. The method of claim 15, wherein said outputting
obtains a code rate of V2 by outputting all of the parity bits in
first and second groups of parity bits and puncturing all of the
parity bits in a third group of parity bits.

#* #* #* #* #*



